Bias: a normal operating characteristic of the diagnosing brain

Abstract: People diagnose themselves or receive advice about their illnesses from a variety of sources ranging from their family or friends, alternate medicine, or through conventional medicine. In all cases, the diagnosing mechanism is the human brain which normally operates under the influence of a variety of biases. Most, but not all, biases, reside in intuitive decision making, and no individual or group is immune from them. Two biases in particular, bias blind spot and myside bias, have presented obstacles to accepting the impact of bias on medical decision making. Nevertheless, there is now a widespread appreciation of the important role of bias in the majority of medical disciplines. The dual process model of decision making now seems well accepted, although a polarization of opinions has arisen with some arguing the merits of intuitive approaches over analytical ones and vice versa. We should instead accept that it is not one mode or the other that enables well-calibrated thinking but the discriminating use of both. A pivotal role for analytical thinking lies in its ability to allow decision makers the means to detach from the intuitive mode to mitigate bias; it is the gatekeeper for the final diagnostic decision. Exploring and cultivating such debiasing initiatives should be seen as the next major research area in clinical decision making. Awareness of bias and strategies for debiasing are important aspects of the critical thinker’s armamentarium. Promoting critical thinking in undergraduate, postgraduate and continuing medical education will lead to better calibrated diagnosticians.
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Introduction

Diagnosing and treating illness has been going on for many thousands of years, probably well back into the Paleolithic period. One of the functions of shamans was to heal ailments by extracting the disease spirit from the body of the afflicted [1]. Allopathic (orthodox) medicine evolved from those early beginnings, but other groups have also evolved to expand the options of those seeking diagnostic services. Modern day shamans continue, along with faith healers, naturopaths, homeopaths, and many others. It is estimated that over 38% of Americans used some form of alternate medicine in 2007 [2]. Notwithstanding what is available through allopathic medicine, and what these alternate approaches offer, the majority of common illnesses and complaints are diagnosed and managed through self-diagnosis, often through the internet, or diagnosis by what Friedson calls the “lay referral system” of family, friends and acquaintances [3]. Generally speaking, no group, society or culture suffers a shortage of diagnosticians; however, their main instrument of diagnosis, the brain, operates under an inherent restraining characteristic – bias.

At its heart, the diagnostic process involves an appreciation of cause and effect. When signs and symptoms are manifest the diagnostician makes a connection between them using some frame of understanding that is distributed along a spectrum of evidence-based to faith-based “knowledge.” Understanding cause and effect is not as easy as it sounds. We are ever vulnerable to seeing correlation as causation, misinterpreting things simply because of temporal relationships, suckered by logical fallacies, seeing meaningful patterns where none exist, and are completely fooled by illusions and magicians. These are failings in the way we process our perceptions i.e., in the ways that our brains work when making decisions. The problem may lie in insufficient knowledge (declarative shortcoming) or the process of reasoning and deciding (procedural shortcoming). Studies suggest that procedural shortcomings, the ways in which we think, are principal factors determining diagnostic calibration [4, 5]; these are generally referred to as cognitive factors. Although a distinction is sometimes made between cognitive and affective factors [6], affect is involved in nearly all of cognition, so cognitive factors generally include affective factors.
Dual process decision making

It is now widely accepted that there are two modes of decision making. The intuitive mode is fast, autonomous and frugal. The cognitive psychologists refer to it as System 1 or Type 1 processing and it is where we make most of our decisions in the course of our daily affairs. Kahnemann notes that many of our decisions are made through mindless serial association [7] – not “mindless” in a negative, thoughtless sense but simply the way in which particular patterns elicit particular responses such that it is possible to get through much of the day simply by moving from one association to another. Performing a well-learned act such as driving a car is a good example. Very little active reasoning is involved in getting the car from A to B. However, if parallel parking is required at B then reasoning and judgment is essential to maneuver the car successfully into the parking space. Much of serial association is guided by heuristics which are maxims, abbreviated ways of thinking, rules of thumb, educated guesses or often just plain common sense which reduce the cognitive effort in decision making. They are also effective in situations where information is incomplete or there is uncertainty. They have their origins in the concept of “bounded rationality” first described by Herbert Simon [8]. They are either learned or hard-wired and range from the very simple to more complex, but all can be executed in a fairly mindless fashion i.e., without deliberate thinking. All of us, in all walks of life, live by these heuristics which mostly serve us well. The second mode of decision making involves analytical thinking, referred to as System 2 or Type 2 processing, which involves deliberate reasoning; it is generally slower and more resource intensive.

Given that we spend an estimated 95% of our time in System 1 [9], and given how often we are rewarded for the time spent there, it is not surprising that we have come to rely upon and trust our intuitions. On the face of it, Type 1 decision making is a very good deal – little cognitive effort is required and it is mostly effective. Simply having biases often removes interference and distractions and allows us to cut to the chase with a set response. However, the dark side of heuristics is that biased ways of looking at things will occasionally fail. It is the price we pay for low resourced decision making. Failure can also occur in System 2, but usually when analytical reasoning is not properly conducted due to deficiencies in reasoning, incorrect information being used, or correct rules not being applied correctly. There are occasions too when analytical reasoning may not be appropriate e.g., in an emergency where a very fast response is required, or when too much time is spent on the process leading to “analysis paralysis.”

Cognitive and affective bias

Lists of cognitive and affective biases are now abundant. Wikipedia currently lists 95 cognitive biases, as well as a variety of social biases and memory errors and biases [10]. Jenicek lists over 100 cognitive biases [11]. Dobelli reviews about a 100 in his recent book [12] along with practical advice on how to deal with them in everyday life.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical relevance</td>
<td>Medical undergraduates are not explicitly exposed to cognitive training in decision making. Historically, this area has not been seen as relevant to clinical performance and calibration</td>
</tr>
<tr>
<td>Lack of awareness</td>
<td>Although the lay press has heavily promoted the impact of cognitive and affective biases on everyday decision making, clinicians are generally unaware of their potential impact on medical decision making</td>
</tr>
<tr>
<td>Invulnerability</td>
<td>Even where awareness does exist, physician hubris, bias blind spot, overconfidence and lack of intellectual humility may deter them from accepting that they are just as vulnerable as others to impaired judgment through bias</td>
</tr>
<tr>
<td>Myside bias</td>
<td>A tendency to evaluate and favor information that supports one's preconceptions and beliefs. Also known as “one sided bias” it is a form of confirmatory bias that appears to gain strength as issues become more polarized.</td>
</tr>
<tr>
<td>Status quo bias</td>
<td>It is always easier for clinicians to continue to make decisions as they have done in the past. There is a prevailing tendency against learning de-biasing strategies and executing them as this requires considerably more cognitive effort and time</td>
</tr>
<tr>
<td>Vivid-Pallid dimension</td>
<td>Cognitive and affective processes are mostly invisible and, at present, can only be inferred from outcomes or the clinician's behavior. Descriptions of them are invariably dry, pallid, abstract and uninteresting. They typically lack the vividness and concrete nature of clinical disease presentations that are far more meaningful and appealing to the medically trained mind.</td>
</tr>
</tbody>
</table>
widely spread that we need to consider it as a normal operating characteristic of the brain.

Originally perhaps, physicians may have quietly nurtured some hope that they have immunity from such defects in decision making. However, cognitive biases, reasoning failures, and logical fallacies are all universal and predictable features of human brains in all cultures and there is no reason to believe physicians as a group are much different from any other. Some will persist with the notion that they are not vulnerable to these phenomena which itself constitutes bias blind spot [13]. The difficulty some people have in recognizing their own biases is one of several obstacles to a more widespread awareness of the problem (Table 1). Nevertheless, the impact of cognitive bias on clinical decision making has now been recognized in most disciplines in medicine: Anesthesia [14], Dermatology [15], Emergency Medicine [16], Medicine [17, 18], Neurology [19], Obstetrics [20], Ophthalmology [21], Pathology [22, 23], Pediatrics [24], Psychiatry [25], Radiology [26], Surgery [27], as well as medical education [28] and specialty environments such as the Intensive Care Unit [29], and Dentistry [30].

A false dichotomy

In the early 1970s the publication of work by two psychologists, Tversky and Kahneman [31, 32], heralded the heuristics and biases approach to human judgment and decision making that challenged simplistic rational models. Since then a voluminous literature has emerged providing widespread support for the existence of many heuristics and biases in human decision making. Generally, but not exclusively, they exert their influence in the intuitive mode (System 1 or through Type 1 processing), and cognitive psychologists have provided numerous experimental demonstrations of flawed decision making that result from them [33–36]. Over the last couple of decades many books on the subject, often with a view towards correcting the effects of biases, have been published in the lay press. It is something that has captured the public imagination.

Others have argued either directly against the existence of such biases [37], and/or that intuitive reasoning is a preferred mode of decision making [38–40]. Kahneman and Klein came to be seen as polar opposites on the issue and eventually attempted to resolve it through a joint publication [41], but both appear to have since reverted to their original positions [7, 42]. Polemics and a degree of rancor have arisen over this issue, much of which in retrospect appears not to have been the best investment of time. Some of the polarization appears to have arisen through misunderstandings of basic psychology theory, and a concomitant myside bias [41].

A dichotomy certainly exists in the sense that there are two distinct ways in which people arrive at decisions, but it is false to say that human decision making has to be one or the other. There are circumstances in which intuitive decision making is entirely appropriate – for the generation of ideas, when split second decisions are required, or when non-quantifiable decisions need to be made around such issues as esthetics or creative endeavors. Discoveries and new ways of thinking about issues often arise from inspirations that are not derived analytically. In contrast, building a linear particle accelerator or staging a cancer depends upon purposeful, deliberate, scientific reasoning and nothing else will do. The beauty of the human mind is that it can toggle between the two systems and select which mode is most appropriate to the task at hand; it is a dynamic process. In diagnosing illness, much of our initial contact will be with the intuitive mode allowing various possibilities to come and go. One’s intuitions and biases will vary with experience which, as Smallberg nicely puts it, is “the thumb on the scale” when weighing the options [43]. But the proper selection and verification of the final diagnosis rests with the analytic system, if indeed we follow the prudent clinician and choose to use it. Even with as simple a diagnosis as constipation, several other possibilities need to be offered up to the analytic mind before prescribing a laxative.

Going forward

A little over a decade ago, talking about cognitive bias was rare despite some notable efforts to draw attention to its role in clinical reasoning [44]. Now, we seem to have arrived at a sufficient level of awareness to examine its impact on the process of making a diagnosis, and need to consider the next steps.

We need to know more about the psychological processes that underlie human decision making and, in particular, those involved in undoing bias [45–47]. Clinical medicine needs to fully embrace recent gains in cognitive psychology to develop effective techniques for debiasing, and pursue collaborations with psychologists specialized in decision making. A significant obstacle is that psychologists do not see patients, and clinicians are usually not trained in the research methods of psychology. Importantly, the two will need to work closely with each other to
ensure the ecological validity of their research design, and applicability of their findings [48].

In the meantime, we need to stay focused on how we train clinicians in decision making. Historically, medicine has put more emphasis on content knowledge than on how to think. There is now an added danger with modern technology that physicians’ cognitive calibration might be further reduced. However, some recent developments in medical education are encouraging with an increasing emphasis on critical thinking (CT) [49], and the importance of bias [50] and mindfulness [51] on clinical reasoning [52]. In education research, by far the most significant gains lie in CT interventions. A meta-analysis showed that such interventions in the age range 5–17 years had an overall positive effect size of 24 percentile points – the equivalent of moving a class from the 50th up to the 26th percentile in terms of their reasoning and problem solving skills [53]. While medical undergraduates and postgraduates are outside this age range, they are still well within the period of rapid development of CT skills [54, 55]. Critical thinking improves generally during undergraduate education [56], and other studies have shown marked improvements with specific CT interventions in post-secondary learners [57–59].

We need to accept that cognitive and affective biases are a normal part of brain function. Being able to recognize and deal with bias is the mark of a critical thinker [60] but there is more to CT than that. It involves a variety of cognitive skills such as developing accuracy, precision, relevance, depth, breadth and logic in one’s thinking, and awareness of deception, propaganda and other distorting influences on our thinking [61]. Given that a significant proportion of diagnostic failure may be laid at the door of cognition, any initiative aimed at improving thinking skills in clinicians would appear worthwhile.
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